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Detailed thesis proposal

Problem & State of the Art. Robotic manipulation of textiles is a challenging
task that requires complex action planning based on accurate perception and structured
temporal reasoning. Among existing work, BiFold [1] introduces temporal context into
Vision-Language-Action (VLA) for bimanual folding tasks, GraphGarment [2] models
cloth dynamics over time using Graph Neural Networks, and CeDiRNet-3DoF [3] enables
specialized cloth grasp pose prediction from visual data. These models can, however,
be computationally demanding, constrained to specific scopes, or lack end-to-end VLA
integration. Recent frameworks like SmolVLA [4] and TwinVLA [5] point toward a clear
way of aligning compact VLA models for bimanual manipulation that can potentially be
boosted by specialized perception or temporal knowledge.

Expected Contributions / Technical outcome. We will develop a compact VLA
model based on SmolVLA, but designed for bimanual textile manipulation, integrating
temporal reasoning and CeDiRNet-3DoF [3]’s perception capabilities. It will (i) align both
arms through shared multimodal context as in TwinVLA [5], (ii) incorporate temporal
cues for long-horizon planning, and (iii) efficiently generalize across diverse textile tasks,
conditioned by natural language instructions.

Methodology & Validation. The model will be developed using PyTorch and will
be tested in simulation and on a real SO-ARM101 dual-arm platform [6]. The dataset and
benchmark from the ICRA 2024 Cloth Competition [7, 8], will be used to evaluate and
compare our performance in cloth manipulation (grasp success and coverage proportion for
unfolding), alongside the Benchmarking Bimanual Cloth Manipulation [9] protocols. To
evaluate the language-conditioned behavior, we will use the metrics proposed in Evaluating
Uncertainty and Quality of VLA-enabled Robots [10] for measuring execution accuracy
and model confidence.
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